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1
METHOD OF MANAGING USAGE RIGHTS IN
A SHARE GROUP OF SERVERS

CROSS-REFERENCE TO RELATED
APPLICATION

The present application is a 371 application of Interna-
tional Application No. PCT/IN2011/000547 filed on Aug. 17,
2011 and entitled “Method of Managing Usage Rights in a
Share Group of Servers,” which claims benefit of Indian
Patent App. No. 1827/CHE/2011 filed on May 30, 2011.

BACKGROUND OF THE INVENTION

Most enterprises today depend upon applications run on
servers. These applications often demand high levels of reli-
ability and availability from the servers. Further such appli-
cations need to be adaptive to scale up and down according to
business needs. Providing extra hardware to give the desired
reliability, availability and room for future expansion can
prove expensive. One development is to allow customers to
purchase systems with inactive hardware resources (proces-
sors, memory, cell boards/blades, 1/O devices, other hardware
devices etc), which can be activated either permanently or
temporarily by purchasing usage rights (without which one
cannot use the hardware component). When a customer
wishes to expand the system or requires more hardware
resources, they can simply purchase usage rights for the inac-
tive hardware resources. This enables the customer to spread
the cost of purchasing new hardware; they may pay a smaller
initial fee for the hardware and then pay for the usage rights as
they use them for instance. Further, users may be able to
transfer usage rights between server partitions according to
demand and, in a recent development, transfer usage rights
between servers in different physical locations.

BRIEF DESCRIPTION OF THE DRAWINGS

Some examples are described in the following figures:

FIG. 1 is a schematic example of a share group of servers,
with one of the servers being shown in detail;

FIG. 2 is a schematic example showing modules of a server
manager in detail;

FIG. 3A is a schematic diagram showing the general con-
figuration of two servers in a share group according to one
example;

FIG. 3B shows the example of FIG. 3A after usage rights
have been transferred between the two servers;

FIG. 4A shows an example of a database storing informa-
tion about usage rights of a server and information about a
share group to which the server belongs;

FIG. 4B shows another example of a database storing infor-
mation about usage rights of a server and information about a
share group to which the server belongs;

FIG. 4C shows another example of a database storing infor-
mation about usage rights of a server and information about a
share group to which the server belongs;

FIG. 5 is a flow chart showing an example of a method of
transferring usage rights in a share group;

FIG. 6 is a flow chart showing an example method of
transferring control to a back-up server manager if the pri-
mary server manager fails;

FIG. 7 is a flow chart showing an example method of a
secondary group manager taking control if the primary group
manager fails in the centralized approach to management of
usage rights in a share group;
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FIG. 8 is a flow chart showing an example method of a
server seizing resources belonging to a failed server in a share
group; and

FIG. 9 shows one of the servers of FIG. 3A in detail

DETAILED DESCRIPTION

In this application the term “usage right” is used to mean a
usage right for a hardware module (e.g. a processor, processor
core, memory, cell board etc). One example of a system which
allows users to purchase a server with inactive hardware
modules and pay for the usage rights separately (when they
are needed) is HP’s iCAP (Instant Capacity) product. HP’s
GiCAP product (Global Instant Capacity) allows usage rights
to be transferred between different servers, which may be in
different physical locations. Further details of such a GiCAP
system are described in U.S. patent Ser. No. 11/518,084 (pub-
lished as US2008/0065770), which is incorporated herein by
reference. HP also has a TICAP product which allows pur-
chase of temporary usage rights (e.g. to cover times of high
load) and may be used with iCAP or GiCAP.

The capability to transfer usage rights between servers has
many advantages and for example makes it easier to cope with
varying workloads. For instance, imagine a company has two
sites in different locations and buys a server for each. The
servers are grouped together in a ‘share group’ such that usage
rights can be transferred between them. If the workload onthe
first server grows rapidly, but the workload on the second
server is less than expected, then the company may transfer
usage rights from the second server to the first server. In this
way the increased workload of the first server may be met
without purchasing a replacement server or additional usage
rights. Furthermore, transfer of usage rights can be useful for
disaster recovery. In the event that a first server is brought
down, the usage rights belonging to the first server may be
transferred to a second server.

FIG. 1 shows a plurality of servers. The servers are grouped
together as a ‘share group’, such that usage rights for hard-
ware modules can be transferred between the servers. In the
illustrated example, the share group comprises five servers
1-5, each of which is in a different geographical location. In
other examples there could be more or fewer servers and some
or all of the servers may be in the same geographical location;
however at least some of the servers in the share group are
remote from each other in the sense that they are not part of
the same server complex and are not housed in the same
chassis.

The first server 1 is shown in more detail. It comprises a
plurality of server partitions, including a first server partition
10, a second server partition 12 and an Nth server partition 14.
Each partition may run its own instance of an operating sys-
tem and support one or more applications (e.g. business appli-
cations which are accessed by client computers over a net-
work). Each partition may correspond to a respective single
physical processor or may be supported by a plurality of
physical processors; alternatively some or all of the partitions
may be virtual partitions supported by the same physical
Processor or processors.

The server partitions are managed by a server manager 25
which has access to a database of usage rights stored on a first
memory. The server manager 25 comprises a management
processor 20 and a second memory 30. The second memory
30 stores machine readable instructions executable by the
management processor 20 for managing the server partitions.
The server manager 25 is typically housed in the same chassis
as the processors supporting the server partitions; however
the management processor 20 is physically separate from the
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processor or processors supporting the server partitions 10,
12, 14. Thus, even if the workload of the management pro-
cessor 20 is increased, it should not seriously impact perfor-
mance of the server partitions 10, 12, 14 or performance of
business applications running on said server partitions.

The second memory 30 stores machine readable instruc-
tions which are executable by the management processor 20.
In the example of FIG. 1 the machine readable instructions
comprise a share group manager module 32. The share group
manager module has a ‘transfer usage rights sub-module 34°
for transferring usage rights between the first server 1 and
another server in the share group; and an ‘update database
sub-module 36’ for updating a database 40 when usage rights
are transferred between servers. ‘Transfer usage rights
between the first server 1 and another server’ means to trans-
fer usage rights from the first server 1 to another server or to
transfer usage rights from another server to the first server 1.

The server manager 25 may provide further functionality
for managing the server and in particular the server partitions.
The server manager may also be referred to as an Onboard
Administrator. FIG. 2 shows one example of further possible
modules of the server manager, which may be stored as
machine readable instructions in the memory 30 and which
are executable by the management processor 20. There is
command line interface module 31, a graphic user interface
module 33; a partition manager module 37, a usage right
manager module 38 and a share group manager module 32.
The interface modules provide user interfaces for the system
administrator. The partition management module 37 manages
the server partitions 10-14 (e.g. power management, defining
the partitions, monitoring workload and use of hardware
resources, enabling sharing of hardware resources across par-
titions etc). The usage right management module provides
basic support for usage rights management, such as providing
or verifying codes to activate or unlock hardware modules of
the server partitions. Meanwhile, the share group manager
module 32 manages usage rights across servers within the
share group and has been described above in FIG. 1. Some or
all of these modules may be provided as firmware of the
management processor.

A database of usage rights 40 is stored in a first memory
which is accessible to the management processor 20. The first
memory on which the database is stored is typically within the
server chassis. The first memory on which the database 40 is
stored and the second memory 30 on which the machine
readable instructions are stored may be different parts of the
same memory, or may be separate memories as shown in FIG.
1. In one example the first memory on which the database is
stored is a Flash Device and the second memory on which the
machine readable instructions are stored is a ROM.

FIGS. 3A and 3B show an example of a share group of
servers and transfer of usage rights between the servers. The
share group has N servers. Each server has N partitions: 10,
12,14, a server manager 25, back-up server manager 25A and
a usage right database 40. For convenience only the first
server 1 and Nth server 5 are shown in FIGS. 3A and 3B. The
server partitions of the Nth server are designated with refer-
ence numerals 10A, 12A, 14A; while the server manager and
back-up server manager of the Nth server are designated with
reference numeral 25B and 25C respectively and the usage
right database of the Nth server is designated with reference
numeral 40A.

In FIG. 3A each server partition is supported by a respec-
tive multi-core processor. Each core of the processor is a type
of ‘hardware module’ and has an associated usage right. For
simplicity, in this example, each processor is the same and is
a six core processor. On the first server 1, the first server
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partition 10 owns usage rights to four of the cores and there-
fore four cores are active and two cores are inactive (generally
a core can be activated only once it is verified that the server
partition has the required usage rights). Likewise the second
and Nth server partitions 12, 14 also own four usage rights
and have four active and two inactive processor cores. The
first, second and Nth server partitions 10A, 12A and 14A of
the Nth server own usage rights for four cores and so have four
active and two inactive cores each. This information is shown
in the example usage right database of FIG. 4A. In addition,
the database of FIG. 4A shows that the first server partition 10
of'the first server has a heavy workload, while the first server
partition 10A of the Nth server has a light workload. There-
fore, as shown in FIG. 3B, usage rights for two processor
cores can be transferred from the Nth server to the first server,
e.g. from the first partition 10A of the Nth server to the first
partition 10 of the first server. As a result two processor cores
are inactivated on partition 10A (leaving only two active
cores) and an additional two cores are activated on partition
10. The first partition 10 of the first server is then able to run
at full capacity with six processor cores. In other examples
usage rights could be transferred from several partitions, e.g.
partition 10A and 12B of the Nth server could each loan one
usage right to partition 10 of the first server.

As the transfer of usage rights is handled by the server
manager 25, which runs on a separate processor to the server
partitions 10-14, no server resources are expended in manag-
ing usage rights in the share group (in this context a ‘server
resource’ is a resource used to provide server functions to a
client, e.g. a processor, memory, or blade etc supporting a
server partition). This is in contrast to other solutions which
might require an entire server partition or even an entire
server to be dedicated to the task of managing the share group
and transfer of usage rights. With the approach described in
this application, the share group and usage right management
may be be carried out without requiring extra servers or server
partitions and without impacting the performance of applica-
tions running on servers in the share group.

Furthermore, as transfer of usage rights and tracking of
usage rights in the share group is handled by the server man-
ager 25, these tasks can be handled in a OS (Operating Sys-
tem) agnostic fashion. By OS agnostic, it is meant that from
the perspective of the share group manager module 32, the
share group and transfer of usage rights are managed in the
same way regardless of the OS of the server partitions.
Because of this, different server partitions may have different
types of OSes (e.g. Unix and Windows) and it is not a problem
to include them in the same share group or transfer usage
rights between them as long as the operating system supports
dynamic activation/deactivation of resources. Communica-
tion with the server partitions can be carried out by the parti-
tion management module 37 which may be in firmware of the
server manager and the partition management module 37 may
communicate with the group manager 32 in an OS agnostic
fashion. In contrast, if a server partition (rather than the server
manager) was used to manage the share group and commu-
nicate directly with the server partitions in the share group,
then the set up could be quite complicated and the presence of
different OS could cause difficulties. Further, the perfor-
mance of such a solution would likely not be very high and
would be very difficult to implement on a large scale.

FIG. 4A shows an example of a database of usage rights 40.
In this example the database has a record for each server
partition in the share group. The record lists the ID of the
server to which the server partition belongs 400, the server
partition ID (e.g. partition number) 410, the number of active
hardware modules (i.e. the number of modules for which the
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server partition has usage rights) 420, the number of inactive
hardware modules (i.e. modules for which the server partition
does not have usage rights) 430, and the address of the server
manager for that server partition 450. In this example the
database relates to a single share group and each server par-
tition listed in the database is part of the same share group.
Variations are possible, for example the database may not
necessarily keep track of the workload of each server parti-
tion. In other examples there may be more than one type of
hardware module and each type may be entered separately in
the database. However, the database comprises at least infor-
mation relating to usage rights of hardware components of the
server on which it is located and information relating to the
share group of which that server is a part of (i.e. usage right
information of other servers in the share group, or simply an
ID of the share group, or the address of another server in the
share group).

FIG. 4A also shows the workload 440 of each server par-
tition (e.g. in % form compared to full capacity when all of the
partition’s active hardware modules are running at full capac-
ity). Thus in the example of FIG. 4A it can be seen that server
partition 1 of the first server is at full capacity and it may be
helpful to transfer some usage rights from server partition 1 of
the Nth server which has spare capacity (running at only 20%
workload). The workload information is shown for explana-
tory purposes only and need not be monitored or stored in the
database. However, in other examples the workload may be
monitored by the server manager and stored in the database.

FIG. 4B shows another example of a usage right database
40 which is similar to FIG. 4A. However, instead of listing the
number of active and inactive hardware modules for each
server partition it simply lists the number of usage rights
belonging to the server partition. Further, rather than provid-
ing usage right information for each server partition in the
share group, the database stores usage right information for
each server partition of the local server (e.g. the server on
which the database is located) and the total usage rights
belonging to other servers in the share group (not broken
down by server partition).

FIG. 4C shows another example of a usage right database
which stores usage rights belonging to each server of the local
server and the address of the primary share group manager of
the share group to which the server belongs.

The management of usage rights in the share group will
now be described in more detail. It may be carried out in a
centralized fashion or in a federated fashion. If the manage-
ment of usage rights is centralized then the server managers is
designated as the primary share group manager which coor-
dinates allocation of usage rights and transfer of usage rights
between servers, while the other server managers are desig-
nated as secondary share group managers which manage
usage rights locally on their servers. If the management is
federated then any of the server managers may act as a pri-
mary share group manager and coordinate transfer of usage
rights between servers.

FIG. 5 is a flow chart showing one example of a method of
transferring usage rights between servers in a share group. At
510 additional usage rights are requested for a server partition
(“the requesting server partition”) of a server (the ‘requesting
server’). The request may be made by an application running
on the requesting server partition, a system administrator, or
by the partition management module of the requesting server.
Typically the request may be made inresponse to increased or
high workload experienced by the requesting server partition.
The request is directed to the requesting server’s share group
manager.
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At 520 the share group manager of the requesting server
consults the usage right database 40 of the requesting server
and (530) determines if usage rights are available locally on
the requesting server. If usage rights are available locally then
the usage rights are allocated to the requesting server partition
at 580 by loaning usage rights locally within the requesting
server, e.g. by transferring usage rights internally from one
server partition to another (e.g. from first partition 10 to
second partition 12 in FIG. 3A).

If no usage rights are available locally (e.g. because all
processor cores are running at full capacity), then it is neces-
sary to borrow usage rights from another server in the share
group (540). If a federated solution for transferring usage
rights is used, then the share group manager of the requesting
server designates itself as the primary share group manager
and the share group managers of other servers are treated as
secondary share group managers. If a centralized solution is
used then one of the share group managers has already been
designated as the primary share group manager and all of the
other share group managers are designated as secondary
share group managers. In the centralized case, the share group
manager of the requesting server contacts the primary share
group manager with the request for usage rights (unless the
share group manager of the requesting server is itself the
primary share group manager).

At 550 the primary share group manager selects a server
(“the donor server’) from which to borrow usage rights on the
basis of the information in its usage rights database 40. The
donor server is a server which has sufficient usage rights and
may be a server which currently has a lower workload. It is
possible for one, two or more donor servers to be selected.
The primary share group manager then contacts the second-
ary share group manager of the donor server to request the
usage rights. Once the secondary share group manager of the
donor server confirms the usage rights can be loaned, the
usage rights are transferred at 560. Specifically the secondary
share group manager of the donor server inactivates a hard-
ware module corresponding to the requested usage right. The
usage rights database 40 of the primary share group manager
is updated to reflect the transfer. At 570 the share group
manager of the requesting server receives the usage right. At
580 the share group manager of the requesting server allo-
cates the usage right to the requesting server partition by
activating a corresponding hardware module on the request-
ing server partition. The requesting server partition now con-
tinues operating with the benefit of the additional hardware
resources (590).

In the federated approach all of the usage rights databases
in the share group need to be updated to reflect the transfer of
usage rights. In the centralized approach only the usage rights
databases which store data relating to the transferred usage
rights need to be updated (which may be all of the databases
or just some of the databases).

Both of the example databases shown in FIGS. 4A and 4B
would need to be updated as they contain information relating
to usage rights of each server in the share group. However, the
example database show in FIG. 4C would not need to be
updated unless the server to which it belongs (server 3) was
the requesting or donor server. The database shown in FIG.
4C is sufficient for a database accessed by a secondary share
group manager in the centralized approach, as it has usage
rights belonging to its server and information relating to the
share group to which it belongs (in this case the address of the
primary group manager of the share group). However the
database of FIG. 4C is not suitable for a primary share group
manager, or in the federated approach, as it does not store
information relating to usage rights of other servers. The
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examples in FIG. 4A and FIG. 4B are suitable databases for
use with either a primary share group manager or a secondary
share group manager in both centralized and federated
approaches.

Referring again to FIG. 3 A, it can be seen that each server
has a server manager and a back-up server manager. FIG. 9
shows a more detailed example of the server manager and
back-up server manager for the first server 1 (the other servers
may have similar configurations). The back-up server man-
ager comprises a back-up management processor 20A which
has access to a memory 30A storing machine readable
instructions for managing the server and usage rights. The
memory 30A may have the same modules as shown in FIGS.
1 and 2. The database 40 is on a shared storage which is
accessible to both the server manager 25 and the back-up
server manager 25A. Thus when the server manager 25 fails
the back-up server manager 25A may take over. In FIG. 9 the
server manager 25 and back-up server manager 25A each
have their own separate memories 30, 30A for storing
machine readable instructions. In other examples the man-
agement processor and back-up management processor may
read and execute machine readable instructions held in a
shared memory, e.g. the memory storing the database 40 or
another shared memory.

FIG. 6 is a flow chart showing an example method for
taking over the server manager 25 with the back-up server
manager 25A, when the server manager 25 has failed. At 610
the back-up server manager 25A detects that the server man-
ager 25 is inoperative (i.e. has failed). At 620 the back-up
server manager 25A takes over from the server manager 25,
e.g. it takes over the server management, usage right and
share group management functions etc. At 630 the back-up
server manager 25A notifies the other servers in the share
group that it has taken over from the failed server manager 25
and updates the usage right database 40 to record itself as the
server manager, e.g. by writing its IP address and/or hostname
to the database as the contact details of the server manager for
that server. The example method of FIG. 6 may be stored as
machine readable instructions on amemory which is readable
by the back-up management processor (e.g. memory 30A).

The failure recovery process is very simple because both
the server manager 25 and the back-up server manager 25A
have access to the same usage right database. Therefore no or
minimal re-configuration is needed for the back-up server
manager to take over the group management functions. Fur-
ther, as the server managers on each server can take care of
activating and deactivating hardware modules on the server
partitions when usage rights are transferred, the back-up
server manager does not need to communicate directly with
multiple server partitions of different servers (possibly hav-
ing different OS), but can simply communicate with its usage
right database and the server managers of each server in order
to track and/or transfer usage rights.

In the federated approach to managing usage rights in the
share group, the share group can continue operating even if
one of the servers in the group fails, as each server manager is
capable of acting as a primary share group manager for coor-
dinating transfer of usage rights. However, in the centralized
approach one server is designated as the server having the
primary share group manager and when server managers of
other servers wish to transfer rights between servers they
communicate with the primary share group manager. Thus in
the centralized approach there is a problem if the server
containing the primary share group manager fails (e.g. if both
the primary and back-up management processors of that
server fail).
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Therefore as a back-up mechanism, if the share group
employs a centralized approach and if the primary share
group manager fails, then one of the secondary share group
managers (housed on one of the other servers in the share
group) can take over as the new primary share group manager.
An example of this process is illustrated in FIG. 7. At 710 the
secondary share group manager (e.g. server manager 25B of
server 5 in FIG. 3A) detects, or is informed, that the primary
share group manager has failed (e.g. this might happen if both
server manager 25 and back-up manager 25A of server 1 fail).
At 720 the secondary share group manager updates the usage
right database 40A on its server to designate itself as primary
share group manager for the share group. It also communi-
cates this to other servers in the share group, e.g. by sending
an instruction to update the usage right databases on other
servers in the share group to indicate that it is the new primary
share group manager. The secondary share group manager
may already have complete details of the usage rights of all
servers in the share group in its usage right database 40A. For
example, there may be a process or mechanism in the machine
readable instructions to sync the usage database 40A of the
secondary share group manager with the usage right database
40 of the primary share group manager, e.g. to synch after
every update, or periodically. In other cases, such a mecha-
nism may not be in place, or for whatever reason, the second-
ary share group manager database 40A may not have usage
right information relating to all the other servers in the share
group. If such information is lacking, then the secondary
share group manager 25B replicates or copies some or all of
the contents of the usage right database 40 of the previous
share group manager to its own database 40A. At 730 the
secondary share group manager takes over the share group
management functions of the primary group manager, e.g. by
receiving requests to transfer rights from other servers and
selecting appropriate donor servers

Ifaserver fails, e.g. becomes inoperative, then usage rights
belonging to its server partitions are tied up to that server but
are no longer actively used. To prevent wastage of usage
rights, another server may seize the usage rights as its own. An
example of this process is shown in FIG. 8. At 810 a share
group manager of a first server detects that one of the other
servers in the group is inoperative. At 820 the share group
manager seizes the usage rights from the inoperative server
and allocates them to other servers and updates it usage right
database accordingly. Usage right databases of other servers
in the system are updated to reflect the change in ownership of
usage rights as appropriate.

The primary share group manager (or any share group
manager in the federated approach) may also add new servers
or server partitions to the share group by simply updating the
user right database to contain information relating to the new
server or server partitions and their usage rights. In the same
way servers or server partitions can be removed from the
share group. The update may be propagated to the usage right
databases (on the other servers) periodically or at the time
when the change is made. These processes and those
described above in FIGS. 6 to 8 may be stored as machine
readable instructions on a memory of the server and executed
by the management processor of the server.

The term processor includes microprocessors, microcon-
trollers, processor modules or subsystems (including one or
more microprocessors or microcontrollers), or other control
or computing devices. A “processor” can refer to a single
component or to plural components.

In some examples one or more blocks or processes dis-
cussed herein are automated. In other words, apparatus, sys-
tems, and methods occur automatically. The terms “auto-
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mated” or “automatically” (and like variations thereof) mean
controlled operation of an apparatus, system, and/or process
using computers and/or mechanical/electrical devices with-
out the necessity of human intervention, observation, effort
and/or decision.

In some examples, the methods illustrated herein and data
and instructions associated therewith are stored in respective
storage devices, which are implemented as one or more com-
puter-readable or computer-usable storage media or medi-
ums. The storage media include different forms of memory
including semiconductor memory devices such as DRAM, or
SRAM, Erasable and Programmable Read-Only Memories
(EPROMs), Electrically Erasable and Programmable Read-
Only Memories (EEPROMSs) and flash memories; magnetic
disks such as fixed, floppy and removable disks; other mag-
netic media including tape; and optical media such as Com-
pact Disks (CDs) or Digital Versatile Disks (DVDs). Such
computer-readable or computer-usable storage medium or
media is (are) considered to be part of an article (or article of
manufacture). An article or article of manufacture can refer to
any manufactured single component or multiple components.

What is claimed is:

1. A first server comprising:

a server partition provided by a first processor;

a management processor for managing said server parti-
tion, said management processor being separate from
said first processor;

a first memory accessible to said management processor;
said first memory storing a database of usage rights
which comprises information relating to a share group to
which said first server belongs and usage rights belong-
ing to said first server; each ofthe usage rights belonging
to said first server being a right to use a particular type of
hardware module; said share group comprising at least
said first server and a second server remote from said
first server;

a second memory accessible to said management proces-
sor, said second memory storing machine readable
instructions executable by said management processor
to transfer at least one of the usage rights between said
first server and another server in the share group and
update said database accordingly.

2. The server of claim 1 wherein said database stored in the
first memory comprises information relating to usage rights
belonging to each server in said share group.

3. The server of claim 1 wherein said second memory
stores machine readable instructions executable by said man-
agement processor to replicate said database in memories of
other servers in said share group.

4. The server of claim 1 wherein said first server further
comprises a back-up management processor separate from
said first processor and said management processor, said
database stored on said first memory being accessible to said
back-up management processor; and wherein said first server
has a memory storing machine readable instructions execut-
able by said back-up management processor to detect when
said management processor has failed and to automatically
take over from said management processor when said man-
agement processor has failed.

5. The server of claim 1 wherein said second memory
stores machine readable instructions executable by said man-
agement processor to add a new server to said share group of
servers and update said database to include said new server.

6. The server of claim 1 wherein said second memory
stores machine readable instructions executable by said man-
agement processor to receive a request for usage rights from
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another server in said share group, transfer said usage rights to
said other server and update said database accordingly.

7. The server of claim 1 wherein said second memory
stores machine readable instructions executable by said man-
agement processor to determine that a partition of said first
server requires more hardware resources, check if sufficient
usage rights for said hardware resources belong to said first
server and if not then send a request to a management pro-
cessor of a second server in said share group to transfer some
of said second server’s usage rights to said partition of said
first server and update said database in said first memory of
said first server accordingly.

8. The server of claim 1 wherein said second memory
stores machine readable instructions executable by said man-
agement processor to transfer usage rights from a second
server to another server in said share group when it is deter-
mined that said second server is inoperative.

9. The server of claim 1 wherein said first memory and said
second memory are separate memories and wherein said
machine readable instructions are firmware of said manage-
ment processor.

10. A share group of servers comprising:

a first server having a first plurality of server partitions and

a first server manager separate from said first plurality of
server partitions;

a second server remote from said first server, said second

server having a second plurality of server partitions and
a second server manager separate from said second plu-
rality of server partitions;

said first server having a first memory accessible to said

first server manager; said first memory storing a first
database of usage rights comprising information relat-
ing to usage rights belonging to said first and second
servers; each of the usage rights being a right to use a
particular type of hardware module;

said second server having a memory storing a second data-

base of usage rights comprising information relating to
usage rights belonging to said second server;

and wherein said first server has a second memory storing

machine readable instructions executable by a processor
of said first server manager to allocate the usage rights
stored in the first and second databases to servers in said
share group, track changes to ownership of the allocated
usage rights within said share group and update said first
database in said first memory accordingly.

11. The server of claim 10 wherein at least one partition on
the second server has a different operating system to at least
one partition on the first server.

12. The server of claim 10 wherein said second memory
stores machine readable instructions executable by said first
server manager to replicate the contents of said first database
in said second database of said second server.

13. The server of claim 10 wherein said first server man-
ager is designated as a primary share group manager and
wherein said second memory comprises instructions for
selecting which server in said share group to borrow usage
rights from when one of the servers in the share group
requires additional usage rights.

14. The server of claim 13 wherein said second server
manager of said second server is able to detect when said first
server manager is inoperative and upon detecting that said
first server manager is inoperative, automatically takes over
as the primary share group manager and notifies the server
managers of other servers in the share group that it is the
primary share group manager.

15. A method of managing usage rights in a share group of
servers comprising a first server and a second server remote
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from the first server; said first server comprising plural server
partitions, a first management processor separate from said
plural server partitions and a memory; the method comprising
using said first management processor to execute machine
readable instructions stored in said memory to:
a) determine that a server partition of said first server needs
additional hardware resources;
b) check if sufficient usage rights for the additional hard-
ware resources are available on said first server;
c) if said first server does not have sufficient usage rights
then borrow usage rights from said second server; and
d) update a usage right database to reflect transfer of own-
ership of said borrowed usage rights from the second
server to the first server;
wherein processes a) to d) are executed by said first man-
agement processor and do not use processor resources
allocated to server partitions of said first and second
servers.
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